MATHEMATICS
REVISION CHEAT SHEET

RELATIONS AND FUNCTIONS

) Arelation R from a set A to a set B is a subset of the cartesian

product A x B obtained by describing a relationship between
the first element x and the second element y of the ordered
pairsin A x B.

>

Function : A function f from a set A to a set B is a specific

type of relation for which every element x of set A has one
and only one image y in set B. We write f: A — B, where f(x)

=Yy

A function f: X — Y is one-one (or injective) if
f(x)=f(x,)=x,=x, v X, X, € X.

A function f: X — Y is onto (or surjective) if given any
y €Y, 3 x € X such that Range = codomain.
Many-One Function :

A function f: A — B is called many- one, if two or more
different elements of A have the same f- image in B.

Into function :

A function f: A — Bis into if there exist at least one element
in B which is not the f - image of any element in A.

Many One -Onto function :

A function f: A — Ris said to be many one- onto iffis onto
but not one-one.
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Many One -Into function :

A function is said to be many one-into if it is neither one-one
nor onto.

) A function f: X — Y is invertible ifand only if fis one-one
and onto.

INVERSE TRIGONOMETRIC
FUNCTIONS

) Properties of inverse trigonometric function

tan_l[x-'-y], ifxy <1
1-xy
if x>0,y>0
etan!x +tan"ly={ m+tan”' v ’
1-xy and xy >1
ifx<0,y<0
Cpatan” | 2EY | RESRY
1-xy and xy >1

af x=y)
tanlkmj ,

etan”! x —tan"ly = ﬂ+tan_l(ﬂJ , ifx>0,y<0and xy <1
1+xy

if xy > -1

—n+tan”!

X—y\J , ifx<0,y>0and xy<-1

1+xy
esin!x+sinly=

sin_l{xﬂl—y2 +y\/1—x2},
if 0<x, y<l1

el 2 [i_,2
m—sin {xyl-y“ +yVvl-x7}, and x2+y2>1
—r—sinxaiy2 e yWi=x2}, if —1<x, y<0 and x2+y2>1

scos!x+cosly=

cos_l{xy—\ll—x2 1—y2} ,
2n—cos_1{xy— 1—X2\,1—y2},

if -1<x, y<1 and X2+y2S1

or if xy<0 and X2+y2>1

if-1<x,y<land x+y=>0
if —1<x,y<land x+y <0
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2 sin~lx = n—sin_l(ZxVI—xz) , if$3xsl
f 1
—n—sin_l(Zx 1—x2), if—leS—E
tan_l( 2x2) , if-1<x<l1
1-x
2tan'x= 7r+tan_1( 2 ) . ifx>1
1-x2
—7r+tan_1( 2"2), if x < -1
1-x

THREE DIMENSIONAL GEOMETRY

) Conditions of Parallelism and Perpendicularity of Two
Lines:
Case-1 : When dc's of two lines AB and CD, say /,, m,, n,
and /,, m,, n, areknown.

Lm0
AB||CD & = =

AB1CD< Zlfz +m1m2+n1n2=0



Case-I1: When dr's of two lines AB and CD, say a,, b, ¢, and
a,, b,, ¢, are known

a, b ¢

A _ b
AB[|CD & == "=

AB1CD<«<aa,+bb,+cc,=0
If ¢, m, n, and /,, m,, n, are the direction cosines of two
lines; and 0O is the acute angle between the two lines; then
cos0=|/(,+mm,+nmn,|

Equation of a line through a point (x, y,, z,) and having

X=X _ YN _

)4 m n

z-7

direction cosines /, m, n is

Shortest distance between T =4, + 7051 and F=4d, + M52

(B1 Xl}z)-(fiz _51)|
| by xby |

DIFFERENTIAL CALCULUS

) Existence of Limit :
lim f(x)exists = lim f(x)= lim f(x)=/
x—a x—a x—a’
Where ¢ is called the limit of the function
) (1)  Iff(x)<g(x) for every x in the deleted nbd of a, then
lim f(x) < lim g(x)
X—a X—a
(i) Iff(x) <g(x)<h (x) for everyx in the deleted nbd of a
and lim f(x)=/= hm h(x)then lim g(x)=/¢

X—a X—a
( )

lim fog(x)=fk lim g(x))
X—a X—a
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(iit) =f(m) where lim g(x)=m

. 1
(iv) If lim fix)=+oor—oo,then lim —— =0
x—a x—a f(x)
CONTINUITY AND DIFFERENTIABILITY OFFUNCTIONS
) A function f(x) is said to be continuous at a point x =a if
lim f(x)= lim f(x)=f(a)
x—a’ x—a
Discontinuous Functions :
(a) Removable Discontinuity: A function fis said to have

>

removable discontinuityatx =aif lim f(x)= 11rn f(x)
x—a x—at

but their common value is not equal to f (a).

Discontinuity of the first kind: A function fis said to

have a discontinuity of the first kind at x = a if

)

lim f(x)and lim f(x) both existbutare notequal.
x—a x—a’
Discontinuity of second kind: A function f'is said to
have a discontinuity of the second kind at x =a ifneither

©

lim f(x)nor lim f(x)exists.
x—a x—a’

Similarly, if lim f(x) does not exist, then fis said to have
X—a

discontinuity of the second kind from the right at x = a.

) For a function f:
Differentiability = Continuity;
Continuity =& derivability
Not derivibaility =% discontinuous ;
But discontinuity = Non derivability

Differentiation of infinite series:

= y=yfx)+y =y =fx)+y
dy dy f'®
__v + L =
R dx  2y-1

f o0
@)Ify= £ ™ theny =y,
log y=ylog [f(x)]

lﬂ = _y.f x) +logf(x) (gj
ydx  f(x) \dx
ﬂ _ y2f7(x)
dx  f(x)[1-ylogf(x)]
. dy _ yf(x)
(iii) If y = f(X)+ﬁ e g T 2y r ()
f(x)

DIFFERENTIATION AND
APPLICATION

) Interpretation of the Derivative : Ify = f(x) then, % =f" (X)

is rate of change of y with respect to x.

) Increasing/Decreasing :

(i Iff’'(x)>0forall x in an interval I then f(x) is increasing
on the interval 1.

(@ii) Iff’'(x)<O0forallxinan interval I then f(x) is decreasing
on the interval I.

(iii) Iff’ (x)=0for all x in an interval I then f(x) is constant on
the interval 1.

Test of Local Maxima and Minima —

First Derivative Test—Let fbe a differentiable function defined

on an open interval I and ¢ € [ be anypoint. f hasa local maxima

or alocalminimaatx=c, f'(c)=0.

Put = dy
the roots of this.

=0 and solve this equation for x. Letc,,

d ) .
If d_y changes sign from +ve to —ve as X increases through
X

¢ then the function attains a local max at x = ¢



d o .
If d—y changes its sign from —ve to +ve as x increases through
X

¢, then the function attains a local minimum atx =c,

ir
dx

X = ¢, is neither a point of local max™ nor a point of local

min™. In this case x is a point of inflexion.

Rate of change of variable :

does not changes sign as x increases through ¢, then

dy . (dy
The value of —— atx=x,i.e. | = represents the rate

dx dx

X=X
of change of'y with respect to x atx = X,

Ix =0 andy=y (o) then 2 = LI vided that <X %0
x=¢(t)andy=y (t), en =g e Provi at— - #

Thus, the rate of change of y with respect to x can be
calculated by using the rate of change of y and that of x
each with respect to t.

INTEGRAL CALCULUS AND

APPLICATIONS

) Two standard forms of integral :
[e* [+ (x) dx=e*f(x) +c

= [e* [f(®)+ )] dx= [* fx)dx+ [e* £(x)dx

= ()~ [e* Fxydx+ [e* £ (x)

(on integrating by parts) =e* f(x) + ¢

Table shows the partial fractions corresponding to different
type of rational functions :

>

S. Form of rational Form of partial
No. function fraction
px+q A B

1. — —t—

(x—a) (x=b) (x-a) (x-=b)

px2 +qx+r A B C
2. — + S+
(x—a)” (x—b) (x-a) (x-a)” (x-b)
, px’ +qx+1 A Bx+C

+
(x—a) (x2 +bx +c¢) (x—a) x%+bx+c

) Area between curves :
b
y=fx)=> A= j[upper function] —[lower function] dx
a
d
and x=f(y) > A= j[right function] —[left function] dy
C
Ifthe curves intersect then the area of each portion must be
found individually.

>

Symmetrical area : If the curve is symmetrical about a
coordinate axis (or a line or origin), then we find the area of
one symmetrical portion and multiply it by the number of
symmetrical portion to get the required area.

PROBABILITY

) Probability of an event: For a finite sample space with equally
likely outcomes Probability of an event is
n(A)

P(A) = n(s) ’ where n (A) =number of elements of an event

A, n (S) =Total number of sample space.
Theorem of total probability : Let {E ,E,, ..., E_} beapartition
of a sample spaces S and suppose that each of E|,E,, ..., E
has nonzero probability. Let A be any event associated with
S, then
P(A)=P(E)P(A|E)+P(E,)P(A|E)+...
+P(E)PA|E)
Bayes' theorem: IfE,E,, ..., E_are events which constitute
a partition of sample space S, i.e. E|, E,, ..., E_are pairwise
disjointand E, UE, U... UE =S and A be any event with
nonzero probability, then

P(E;) P (AE))

P(E;|A)=

n
Z}P(Ej) P(A|E))
]:
Let X be a random variable whose possible values x,, x,, X,
..., X, occur with probabilities p,, p,, s, --- P, Tespectively.

n
The mean of X, denoted by p, is the number Z XiPj

i=1
The mean of a random variable X is also called the
expectation of X, denoted by E (X).

) Properties of Transpose
(i) (ADT =A
(i) (A£B)T=AT+BT
(iii) (AB)'=BTAT  (iv) (kA)"=k(A)"
(V) IT=1(vi)tr (A)=tr (A)T
(vi)) (A A AL A AT =ATA T ATATAT
Symmetric Matrix : A square matrix A = [aij] is called
symmetric matrix if

ay =ay for alli, j or AT=A
Skew-Symmetric Matrix : A square matrix A= [aij] iscalled
skew-symmetric matrix if

ay=—ay foralli, jor AT=-A
Also every square matrix A can be uniquely expressed as a
sum of a symmetric and skew-symmetric matrix.



. P . rea  |T(X) g(x)
) Differentiation of a determinants : If A =
h(x) £(x)
A _[fe g [ e
dx |h(x) L) h'e) ) is a differentiation of
Matrix A

) Properties of adjoint matrix : If A, B are square matrices of
order n and I is corresponding unit matrix, then
(@) Aadj. A)=|All =(adjA)A
(i) ladjAl=[A["

(Thus A (adj A) is always a scalar matrix)
(i) adj(adjA)=|A["2A

2

() |adj(adjA)| =A™
(v) adj(A")=(adjA)"
(vi) adj(AB)=(adj B) (adjA)
(vii) adj (A™)=(adjA)",m e N
(viii) adj (kA) =k" ! (adj. A), k e R
(x) adjd)=1I
Properties of Inverse Matrix : Let A and B are two invertible
matrices of the same order, then
@0 @AH'=@A"
(i) (AB)'=BIA!
i)y (AN T=ADHkeN
(iv) adj(A)=(adjA)!
v) (A=A

\ 4

1
vi) |AT = = AL
() [A”|= [ = Al

(vii) IfA=diag(a,a,.....,a ), then
A'l=diag(a, a, ", ..., a
(viii) A is symmetric matrix = A~!is symmetric matrix.

VECTOR ALGEBRA

) Vector perpendicular to both a and b is equal to a xb .

DIFFERENTIAL EQUATIONS

) Methods of solving a first order first degree differential
equation :

. . . dy
(a) Differential equation of the form & =f(x)

dy
S _
dx (x) = dy=f(x)dx

Integrating both sides we obtain

(L)) MATHEMATICS

Idyzj f(x)dx +¢c ory= j f(x)dx +c¢

(b) Differential equation of the form Z—Z = f(x) g(y)

Y _ tx) aly) :I—dy = If(x) dx +c
dx g(y)
(c) Differential equation of the form of
d
Y - flax+by+o):
dx

To solve this type of differential equations, we put

dy 1(dv
ax+tbyt+c=vand =172

S S
a+bf(v)
So solution is by integratin Ay dx
YIMCERAtng | ot (v)

(d) Differential Equation of homogeneous type :
An equation in x and y is said to be homogeneous if it

be put in the fi &y fy) here f(x ,y) and
can be put in orm =
p e dx  g(x,y) Vheref(x.y)an
g (x ,y) are both homogeneous functions of the same
degree in each term.
So to solve the homogeneous differential equation
dy fxy) . dy dv
X g(xy) substitute y = vx and so . =V+Xd—x
vix Y _py o X
Thus dx X _f(V)—V
Therefore solution is dx_ dv +c
X f(v)-v
Linear differential equations :
d
_y + Py = Q ....... (1)

dx
Where P and Q are either constants or functions of x.

Multiplying both sides of (1) by eI Pdx we get
o Pax [ﬂﬁ)yj g o
dx
On integrating both sides with respect to x we get
y eIde _ J‘Q eIde te
which is the required solution, where c is the constant and

eI Pdx " js called the integration factor.



