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Complex Numbers

If @ and b are two real numbers, then a number

of the form z = a + ib such that i*=—1 or i =v~1
is called a complex number. Here a is the real
part denoted by Re(z) & b is the imaginary part
denoted by Im(z).

Suppose z, =a +1b & z, =c +id, here z, = z,
ifa=c&b=d.

A

Algebra of Complex Numbers

I. Addition : Let z, = a +ib, z, = ¢ + id, then

z,+z,=(a+tc)+i(b+d)

II. Difference : z, —z,=(a—c) +i(b—d)

II1. Multiplication : Let z, = a +ib, z, = ¢ + id,
then z,z, = (ac — bd) + 1 (ad + bc)

Properties of Multiplication:

(1) The product of any two complex numbers is
a complex number.

(i) z,z, = z,z, (Commutative Law)

(iii) (z,2,)z; = 2, (z,25) (Associative law)

(iv) There exists the complex number 1 + i0
(denoted as 1), called the multiplicative
identity such that z.1 = z, for every complex
number z.

(v) For every non-zero complex number
z=a+ib (a#0, b #p), we haveghe

4

complex number 42 4 p2 laz +b2
1

(denoted by z orz"), called the

1
multiplicative inverse of z such that z.— = 1.
z

(~vi) z, (z, + z3) = 2,2, + 7,2z, (distributive law)
IV. Division : For two complex numbers z; &
Z,, the quotient is given as :

(

COMPLEX
NUMBERS

EQUATIONS

\

AND QUADRATIC

Y

Identities

i
(Z1+2z,)" = 212 +27175 + Z%

(@z1-2,)" =71 =222, + 23

(71 + 22)3 = z% + 321222 + 3zlz% + z%

z 1
Ao zy— (where z, #0).
Zy Zy
Power of i
iZ=-1,i°=—,i*=1,i° =i,i® = -1, etc.
In general, -
i4k =1 i4k+1 =i, i4k+2 =1, i4k+3 =3

where, k is any integer.

(z1— 22)3 = z% - 321222 + 32125 - z%

2_ 2
zi —z5 =(z/+25)(z,— 2,)
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COMPLEXNUMBERS AND QUADRATIC EQUATIONS

Modulus and Conjugate of
a Complex Number

The modulus of z = x + iy, denoted by | z | is the
non-negative real number va?+b?, i.e.,|z|=vaZ+b?
The conjugate of z = x + iy, denoted by Z where

Z=X-1y
Properties :
| D121z, 1=z 122 | iy |24 =122 20
Z 21

(i) 22, =77, (iv) 7, +2, =7 = Z,

v) (lezf], zy, #0
Z

Z)

Argand Plane

The complex number z = x + iy which corresponds

to the ordered pair (x, y) can be represented
geometrically as the unique point P(x, y) in the
XY-plane. The plane having a complex number
assigned to each of'its point is called the argand
plane or the complex plane.

Y
é P(x, y)
4‘.
X'€ > X
Yl

x-axis is the real axis.
y-axis is the imaginary axis.

»| Polar Form of a Complex Number
The polar form of the complex number z = x + iy is
z=r (cos 0 + 1 sin 0), where Y
. E 2 2 P(x, y)
Quadratic Equations r=4/x"+y° =|z| o
N
The solutions of the quadratic equation cosO = i, sinf =2 - 0 S5
r r ~ Cd
ax? + bx + ¢ = 0, where a, b, ¢ are real l
numbers, a # 0, b*— 4ac < 0 are given by v
—b++/dac —bZi 0 1s termed as argument or amplitude of z denoted
x= 2a by arg z.
A polynomial equation of n degree has n roots. The value of , such that n <8< is called the
Relation between roots and coefficient principal argument of z.
b
sum roots (. +p) =——
(@+p)y=-7 3} Euler's Form of a Complex Number
Product of roots (o) = - e o® — cosB+isind -z = re'®
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General Equation of a Circle
The general equation of a circle is j{
X2 +y?+2gx +2fy +c=0, where g, f, care
constants. Circle

Centre of the circleis (—g,—)

Radiusofthecircleis /g2 + 2 —¢

A circle is the set o[ all points in
aplane that are equidistant from

< afixed point in the plane.
X The fixed point is called the
O centre of the circle and the
distance from the centre to a
Standard Equation of a Circle point on the circle is called the
radius of'the circle.
The equation of a circle having centre (h, k) & radius
ris (x—h)? +(y—k)*> =r?

Y
S
P, y)

X —8—{ CONIC

Note that if (x,, y,) and (X,, ¥,) be the extremities of
adiameter, then the equation of the circle is

(x—x) (x=%x) +(y—y) (y—y,)=0. B

’ SECTIONS
\_ _J

Position of a Point w.r.t Circle

Ellipse

(i) Ifthe distance of a point from the centre of the — —

given circle is greater than the radius of the An ellipse is the set of all points in a plane, the sum

circle, then the point lies outside the circle. of whose distances, form two fixed points in the
(i) If this distance is less than the radius of the plane is a constant.

circle, then the point lies inside the circle. The two fixed points are called the 'foci' of the

ellipse.
v B Four Standard Forms of the Parabola

Parabola Standard Equation | y*=4dax(a>0) | y*=—4dax(a>0) | x=4ay(@>0) | x*=—4ay(a>0)

A parabola is a set
of all points in a
plane that are Shapc of Parabola
equidistant from a
fixed line & a fixed

v
il
X 2"
SCa, 0); ol X
E v

point in a plane. ¥ = dax xTa 7
The fixed line is Vertex 0(0,0) 0 (0, 0) 0 (0, 0)
called the directrix Focus S (—a, 0) S (0, @) S (0, —a)
of fherparahola and Equation of dircctrix x=—a xX=a y=—a y=a
the fixed point is ] ) ;

called the focus. Equation of axis y=0 y=0 x=0 x=0

Length of latus rectum 4a 4da da da
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Two Standard Forms Of The Ellipse
PR » X2
. B Z+L = > o+ = >
Standard equation R 1 (a>Db), where a and b are constants Z 1 (a > b), where a and b are constants
(Horizontal Form of an Ellipse) (Vertical Form of an Ellipse)
Y
Shape of the ellipse » Y ‘ :
Directrix HTEE
L
/’Tr’ PO b
X' A\ (—ae0) s G S(ae,0) A X x ( hO)B 3 B(GO)  x
(~a0) (a,0)
M B'(0, -b)L' _—
Directrix Directrix M
v A0, — a)
X=—uale x=ale ¢ -
Directrix
v
Centre (c) (0, 0)
Equation of major axis(AA") y=0
TEquation of minor axis(BB') x=0
Length of major axis(=AA") 2a
Length of minor axis(=BB") 2b
Foci (S and S") (*ae, 0)
Vertices (A and A") (%a, 0)
Equation of directrices (¢ and 0 x = +ale
Eccentricity(e) o= a®-b?
A 2
Length of latus rectum (LL' or MM") 2w7a ¢
Hyperbola and its Conjugate
Hyperbola Conjugate Hyperbola
U S "\iy
e _ % ‘/
X S'(-ae, 00/ [ ¢ 7] B\ s, 0) b
B
m_> _%aﬂ)l l(a K
v
%
Standard Equation ﬁfﬁ_l Lz,ﬁ_lo ﬁ,i_,l
22T 2 o2 T
Hyperbola 0 | ¢
YP Centre (0, 0) (0, 0)
A hyperbola is the set Eq. of traqsverse axis =0 =0
. . Eq. of conjugate axis x—0 y—0
of all points in a Tt oF i . = 2
plane, the difference CHgHL 07 Lansverse axis “
. Length of conjugate axis 2b 2a
of whose distances :
: Foci (+ae, 0) (0, +be)
from two fixed points ; : ;
- - Equation of directrices y ==+ale y = +b/e
in the plane is a .
Vertices (+a, 0) (0, +b)
constant.
. 22 2,2
The two fixed points Eccentricity o . e= -
are called foci of the a b
hyperbola. Length of latus rectum 2b’/a 24d’/b
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Order of a Matrix
A matrix having m rows and n columns is called a
matrix of order mxn or simply mxn matrix.
orA:[aij]an,lS1Sm,1SJSni,jeN <« Ma‘-rix
ai i s & :th -(h
4ij is an element lying in jche " row & j c'olumn. A matrix is an ordered rectangular array of numbers
The number of elements in mxn matrix will be mn. or functions. The numbers or functions are called
the elements of the matrix.
1 2 5| . .
Types of Matrix For example 1s a matrix.
yp 3 4 6
(i) Column Matrix : A matrix is said to be a The horizontal lines of elements in the above matrix
column matrix if it has only one column, i.e., are said to constitute, rows of the matrix & vertical
A =[ajj]yp 18 a column matrix of order mx1. lines of elements are said to constitute columns of
(i) Row Matrix : Row matrix has only one row, the matrix. Thus above matrix has 2 rows and 3
i.e., B =[bjljx, is a row matrix of order 1xn. e ——
(i1i) Square Matrix : Square matrix has equal a
number of rows and columns, i.c., A =[a;j]lyxm
is a square matrix of order m. I
(iv) Diagonal Matrix : A square matrix is said to be m

(

diagonal matrix if all of its non-diagonal

elements are zero, i.e., B= [bij Jmxn 15 said to be a 4—9— MAT RI c Es
.

diagonal matrix ifb;; =0, where i # .

bij =0, where i #

(v)  Scalar Matrix : It is a diagonal matrix with all
ils diagonal elements equal, i.e., B=[b] ., is a
scalar matrix if a

bij = k, when 1 = j & k = constant.

(vi) ldentity Matrix : It is a diagonal matrix having
all its diagonal clements cqual to 1, i.c.,

A
A =[ajlmxn is an identity matrix if Addition of Matrices

{1’ ifi=j Sum of the two matrices is a matrix obtained by
ij~

adding the corresponding elements of the given

0,ifi+j matrices, i.e., A = [a;]and B =[by] are two matrices

we denoted identity matrix by I, when order is n. of same order mxn. Then sum of two matrics A & B is
(vil) Zero Matrix : A matrix is said to be zero or null defined as C = [Cij]’ where cij =ajj+ bij foralli & j.
matrix if all its elements are zero. It is denoted Difference of matrices : The difference A — B is
by O. defined as D =[dj], where d;; =a;; —by; for all i & j.
: 5 In order words D = A — B = A + (-B), that is the sum
Equality of Matrices a of matrices A & (-B).
Two lrr'l?trices A =[a;]and B =[by] are said to be Properties of matrix Addition
equal i ; . ) _
(i) they are of the same order (l) Comn.lul.atlve Law:A+B=B+A
(i1) each element of A is equal to the corresponding (i) Associative Law: (A+B)+C=A+ (B + ()
clement of B, i.c., ay; = by forall i & j (iii) Existance of Additive Identity: Let A = [2;j]nxn

& O = zero matrix of order mxn, then
A+ 0O=0+A=A. Here O is the additive
identity for matrix addition.

Multiplication of a Matrix by a Scalar

Let A = [aj;]yxn be amatrix & k be anumber. (iv) Existance of Additive Inverse

Then, kA = Ak =[Kaj; |q «— Let A =[a;j]mxn be any matrix then we have
Properties another matrix as —A =[—a;]mxn such that
(D k(A | By=kA | kB (i) (k | ) A=KkA | tA. A+ (-A)=(-A)+ A= 0. Here ~Ais the

additive inverse of A or negative of A.
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Properties of Matrix Multiplication

(i) Associative Law for Multiplication : [f A, B & C are three matrices
of order mxn, nxp & pxq respectively, then (AB) C=A(BC)
(ii) Distributive Law : For three matrices A, B & C

Multiplication of Matrices

(@) A(B+C)=AB+AC
(b) (A+ B) C=AC + BC, whenever both sides of equality are

AB will be defined only when the number of

IF A=[ay] ., BndB=[b;] _ . thentheir
product AB=C = [ciil. is a matrix of order

n
mxp, where (ij)* element of AB=Cj; = Zairbrj
r=1

If A & B are any two matrices, then their product

columns in A is equal to the number of rows in B.

defined.
(iii) Matrix Multiplication is not commutative in general, i.e.,
AB # BA (in general).

(iv) Existence of Multiplicative Identity : For every square matrix A,
there exists an identity matrix [ of same order such that [A=AIl =A.

Transpose of a Matrix

&

The matrix obtained from a given matrix A by
changing its rows into its corresponding columns
or columns into its corrcsponding rows is called

transposc of matrix A & it is denoted by AT or A" If

Properties of Transpose of the Matrices

For any matrices A & B of suitable orders, we

-

the order of A is m x n, then order of A" is nxm.
In other words if A =[a;j] ., then AT =[a jiJnxm

have:
H AH'=aA

Symmetric & Skew Symmetric Matrices

(ii) (kA)" =k(A)" (where k is conslant)
(i) (A+ B)T=AT + BT
(iv) (AB) =B'A"

\

Invertible Matrix
and Inverse Matrix

If A is a square matrix and there exists another
square matrix B of the same order such that
AB—BA—1, then B is called the inverse matrix
of A & itis denoted by AL

In that case A is said to be invertible matrix.
Properties of Invertible Matrices

Symmetric Matrix

A squarc matrix A = [a;] is called a symmctric matrix, if

4jj =4aj; foralli,jorA"=A

Skew Symmetric Matrix

A square matrix A =[ay;] is called a skew-symmetric matrix, if

a; =—aj foralli,jor AT = —A.

Properties of Symmetric & Skew Symmetric Matrices

(I) For any square matrix A with real number entries, (A+A")
is a symmectric matrix & (A—A") is a skew symmctric matrix.

(i1) Any square matrix A can be expressed as the sum of a symmetric &
a skew symmetric matrix as

| Ty ol Loae AT
A—[z(A+A )}[Z(A A )}

(1) Uniqueness of Inverse : Inverse of a square
matrix, if it exists, is unique.

(i) (AB) 1 =B1A!

Elementary Operation (Transformation of a Matrix)

—

l There

Inverse of a Matrix by

Elementary Operations af:

TfA is a matrix such that A~ exists, then to find
Al using elementary row operations, write
A=1A & apply a sequence of row operations on
A =TAtill we get, | = BA. The matrix B will be
the inverse of A. Similarly, if we wish to find
A~ using column operations, we write A =Al
& apply asequence of column operations on
A=Altillwe get, I=AB.

C;

are six operations on a matrix, three of which are due to rows & three due

to columns, called elementary operations or Transformations.
(i) The interchange of any two rows or two columns symbolically, interchange

ith g jt rows is denoted by R; <> R 2 & same will be for columns, i.e.,

C,oC.
i
(i) The multiplication of the clements of any row or column by a non zcro
number. For rows it is denoted as R; <> kR, k # 0 & for columns:

(ii)) The addition to the elements of any row or column, the corresponding
elements of any other row or column multiplied by any non-zero number.
Symbolically, the addition to the elements of i row, the corresponding

elements of jth row multiplied by k is denoted as:R; <> R; + kR j(k = 0)
For columns : C; <> C; +kC;
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Increasing and
Decreasing Functions

(1) () LetI be an open interval contained in the domain of a
real valued function f. Then fis said to be
(i) incrcasingonlifx; <x,inI

Rate of Change of Quantities

=1x)<f(x,) V Xx;,X%, €L. The rate of change of y with respect to x at a
(i) strictly increasing on L if x, < x, in [ point x = X, is given by @J
= f(x)) <f(x,) Vx,, %, € L. X Jx=x,
(iii) decreasingonlifx; <x,inl Note that ? is positive il y increases with
X

=flx)z2f(x) Vx,x, el
(1v) strictly decreasingonlifx, <x,inl
=f(x)>f(x,) Vx|, x, €.
(II) Afunction fis said to be increasing at x, if there exists an

interval I=(x,—h, X, +h),h>0suchthatforx,,x,
X <x,inl= f(x))<f(x,)
Similarly, the other cases i.e., strictly increasing, decreasing and
strictly decreasing can be clarified.

(2) Afunction f(x) defined in the interval [a,b] will be
Monotonic increasing < f'(x) >0 x € (a, b) AP P L I CATI o N o F
Monotonic decreasing <> {'(x)<0x < (a, b)

Constant function < f'(x)=0x € (a, b)
Strictly increasing < f'(x)>0x € (a, b) D E RIVAT IVE s

Strictly decreasing < t'(x)<0x < (a, b)

Properties of Monotonic Functions

(1) Iff(x) and g(x) are monotonically (strictly) increasing
(decreasing) functions on [a, b], then gof (x) is a
monotonically (strictly) increasing function on [a, b].

(2) If one of the two functions f (x) and g(x) is strictly
(monotonically) increasing and other is strictly

increase in x and is negative if y decreases

with increase in x.

(monotonically) decreasing, then gol (x) is strictly
(monotonically) decreasing on [a, b].

Tangents and Normals =
» Theequation of the tangent at (X,, y,) is given
below: \4
¥~ Ty~ J Approximations
where m =slope of tangent = (Ej or
£ (x,) (- 0) Let y = f(x), Ax be a small increment in x &
Th g . fth 1 L Ay be the increment iny corresponding to the
. eq‘uatlon of the normal at (x,, ¥,) is given increment in X, i.e., Ay = f(x + Ax) — f(x).
below: 1 Then approximate value of
Y=YoT— *(x - xo)’
m Ay= (—Vj Ax
where m =slope of tangentat (x,, y,) Y dx
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Test of Local Maxima & Minima

Maxima and Minima

~

1.Letfbe a funciton defined on an interval I. Then
(a) fissaidto have a maximum value in I. if there

exists point ¢ in I such that f(c) = f (x), for all
x el

f(c) is the maximum value and point c is a
pointof maximum value of fin I.

(b) fissaid to have a minimum value in I. if there

exists a point ¢ in I such that f(c) <f(x), forall
xel.
f(c) is the minimum value and pointcis a
point of minimum value of finl.
fis said to have an cxtremce valuc in [ if there
exists a point ¢ in I such that f(c) is either a
maximum value oraminimum valueof fin 1.
f(c) is an extreme value and point c is called
an extreme point.
Let f be a real valued function and let ¢ be an
interior point in the domain of f. Then
(a) ciscalled apointoflocal maxima ifthere
isanh> 0 such that
f(c) 2 f(x), forallx in(c—h, c+h)
The wvalue f(c) is called the local
maximum value of f.
(b) ciscalled apoint oflocal minima if there
is an h> 0 such that
f(c) <f(x), forallxin(c—h,c+h)
The value f(c) is called the local minimum
value of f.
Let fbe a function defined on an open interval
1. Suppose ¢ € 1 be any point. If [ has a local
maxima or a local minima at x = ¢, then either
f'(c)=0orfisnotditterentiable atc.

First Derivative Test:

Let f(x) be a function diftferentiable at x = a. Then

(a) x=aisapointoflocal maximum of f(x), if
(i) f'(a)=0and
(ii) f'(x) changes sign from positive to negative as x

increases through a

(b) x=aisapointoflocal minimum of f(x), if
(i) f'(a)=0and
(11) f'(x) changes sign from negative to positive as x

increases through a

(¢) Iff'(a)=0,butf'(x)does not change sign as X increases
through a, that is £ '(a) has the same sign in the complete
neighourhood of a, then a is neither a point of local
maximum nor a point of local minimum. In this casc,
x=ais apoint of inflection.

Second Derivative Test:

Let fbe a function defined on an interval I and ¢ € 1. Let fbe

twice differentiable at ¢. Then

(i) x=cisapointoflocal maximaiff'(c)=0and " (c)<0
The value f(c) is local maximum value of f.

(i) x=cisapointollocal minimail{'(c)=0and " (¢)>0
In this case, f(c) is local minimum value of'f.

(ii1) Thetestfailsiff'(c)=0and f"(c)=0
In this case, we go back to the first derivative test and
tind whether c is a point of local maxima, local minima
orapoint of inflection.

Absolute Maxima & Absolute Minima

Let f'be a continuous function on an interval I = [a, b]. Then
has the absolute maximum value and f attains it at least once
in 1. Also, f has the absolute minimum value and attains it at
leastoncein 1.

Let fbe adifferentiable function on a closed interval T and let ¢

be any interior point of I. Then
(i) f'(c)=0iffattains its absolute maximum valueatc.

\/

(i1) f'(c) =0 if fattains its absolute minimum value at c.

Steps for Finding Absolute Maxima
and/or Absolute Minima

differentiable.

E_> (ii) Takethe end points ofthe interval.

(ii1) Atallthe above points (instep (i) and (i1)) calculate the value o[ [.
(iv) Identify the maximum and minimum values of fout of the values calculated in step (iii). The
maximum value will be the absolute maximum value of fand the minimum value will be the

absolute minimum value of f.

(1) Findall critical points of f'in the interval, i.e., find value of x where either f' (x) =0 or fis not
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Direction Ratios of a Line (DR's)
Any three numbers a, b and ¢ proportional to the direction cosines
I, m and n, respectively are called direction ratios of the line.
e The direction ratios of a line passing through two points ( 1 >
P(x,, 1, ) and Q(x,, y2, 2,) are (X, — X)), (Y. — Y1), (2, — 2)) Direcﬁovn Cosines of a Line (DC's)
I m n
° 4 b _c The dzirection cosines are generally denoted by /, m, n.
a b c
e [==% m=t——onu—— and n=% —————
\/d2+hz+C2 \/a'+b'+c‘ Na® +b’ + ¢’ Hence, I = cos o, m = cos B, n =cos y

Note that I +m?> +n> =1

®

Equation of a Line

1. Equatlon of a line through a given point with position
vector d and parallel to a \ given vector b:
Invector form, 7 =g + Ab
In cartesian form,
X=X _ Y- n_z—%

a b G
where, T = xi + v+ 7k, & = x,i + v} + 21k, b = ai + b} + ck THREE
Here, a, b, care also the direction ratios of the line.

2. Equation of a line passing through two given points D I M E Ns I o NAL
with position vectors @ and b :
In vector form, 7 =a+Mb —d) o ‘(
In cartesian form, I =xi+yj+zk, G E o M ET R

XN VTN 273 where, d—x11+y1]+zlk
X, =h VW ZTE &b= X21+y2_]+2212
- ® &
(4) Shortest Distance Between Two Lines Y,
Pl : . E tion of a Plan
Angle Between Two Lines 1. Distance Between Parallel Lines c%lr’\uN:rmoalc;or; <
In vector form, Thei shi)rtes’a distance kiet\xjeen Rgrallel lines
The angle between two lines Ly:f=a+7b and L,:r=d,+pbis Vector Forls
T =4, +Ab & T =d,+pb, is given as: b x (@, —a,) FRY s s
l 1 ZA Kh2 18 8 = |;| : IIerel:x1+yJ+zk
56 i b, . . n is the unit vector along the
|a 7 2. Distance Between Two Skew Lines normal from origin to the
In cartesian form, Invector form, ] plane.
The angle between two lines : The dlstallce between tonkeW lines d is perpendicular di;tapce of
X-xX, Y-y z-z T=d, +Ab; & T =8, +ub, is given as: the plane from the origin.
L_ L_ i - = Cartesian Form
a| bl C| d = (171XI7£)'(EI2_“1) lx+my+nZ:d
grATX2 Y=Y 2=y i ‘b1sz| Whe?re /, m, n are the direction
an 2 s o 1s: In cartesian form, cosines of 7 (unit vector along
2 . 2 The distance between two skew lines : the normal from origin to the
co8 0= | a,a, + blbz + 6‘16'27 | X—X; y yl z—-7 plane).
‘\/af+b]2+cf \/a§+bz‘+c§‘ a b, o
cos0=|//,+mm,+nn,| and X_X2:y_YZ :Z_ZZ is -
e [ftwo lines are perpendicular, then a, by Cy '
b -h,=0 or a,a,+bb,+c,c,=0 B e T
e [ftwolines are parallel, then b, =2b, a, b, ¢
or i b] c, a b, [

= d =
a, b, ¢ Wi, —b,¢)* +(c1a, — ) +(ab, —ab ) |
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® ®

"/ Sal?
Equation of a Plane Passing Through || Intercept
Three Non-Collinear Points Form
( 7 ) Vector Form E of 1h.e
T\ I I L R e vation
Equation of a Plane [be]+[rab]+[real=[abe] qof a
Perpendicular to a Given Vector or (7 -a) [b-@x(@E-a)]=0 Plane
and Passing Through a Given Point where,d,b,¢ are the position vector of three given non- X v 2z
collinear points through which the plane passes. —+ Z F==1
Vector Form Ctptessia I 4 <
Let a plane pass through a point with position artesian korm where a, b, ¢ are
vector a and perpendicular to the vector N. The equation of plane passing through three non- the intercepts
Then its equationis givenas: (¥ —4) - N =0 collinear points Y with coordinates (x,, y, z), made by the
e im. ot (%, V2 2,) & (X, V5, Z,) Is givenas: PIARS of. ot e
Lct a planc pass through a point (x,, y, z,) & the B - - axes
direction ratio of the vector perpendicular to the TR ETA respectively.
planebe A, B, C. Thenits equation is given as: =X Y= Z—7|=0
AX—x)+Bly—-y)+Clz—-2z)=0 =Xk YVsTh ZTh
: (10) : ( 11) :
Plane Passing Through the Intersection Coplanarity of Two Lines

of Two Given Planes

Vector F Vector Form
ector Form - - ~ -
. . . . . Two lines 7 = F=a
Equation of plane passing through the point of intersection of F=d& +Mband 7=a,+nb,
two planesT-fi; =d; and -1, =d, is given as:

F (7, + M) = d, + \d,

are coplanar, if (d@, —a,) (b, x by) =0

E;rtesmn Borm n; :Ali + Bﬁ + Clﬁ Cartesian Form
1, =A21+B23+C212 Two lines x;xl :y;yl :Z;Z‘
andr':Xi+yf]'+zlA(, x—xl2 y—}l’z Z—é,
therefore its cartesian equation is: and = = -
a; b, S
(Ax+By+Cz-d)+MAx+By+Cz-d)=0 are coplanar, if NTX VT ZHTE
a, b, ¢ |=0
1 4 a, b, G
Angle Between a Line and a Plane (1 3) (1 2)
Vector Form N S
Angle between a line Distance of a Point Angle Between Two Planes
r=a+ 7jb4and aplane f-fi=dis from a Plane Vector Form : The angle between two
cos 0 = |h|—ﬁ Vector Form plancs d & T ieds is i _
_b il Distance of a point with =6 & Ten=_0; 15 glven as:
Cartesian Form position vector a from a plane cos@ =|/1 "
Angle between a line ——1 =Y~ Y1 _Z~ 7% T-fi=d is given as: . il
a, b, ¢ ‘a g d| Cartesian Form The angle between two
and a plane a,x + b,y + ¢,z =d is given as: il planes a;x +byy+¢;z+d; =0
cosO = | aa, +bb, +cc, | Cartesian Form andaz by ::zi ;rbdi jco ol M
’\/Lhz +b+cf \/azz +b+c; Distance of a point (x;, ¥, %) CR= \/ 2 l22 ,2]\/2 7 . 22 2
o . from a plane : ax + by + cz=d is . @ +by ey ey 1l rm,
e Ifline is perpendicular to the plane, givenas: e [f two planes are perpendicular, then
then 7i=)h or ﬂ;%;c_l axl+byl+czl_d’ 7 on,=0 or aa,+bb,+cc,=0
a c 2 2. 2 e [f'two planes are parallel, then
e Iflinc is paralicl to the f)lan(zz, then @’ +b'+c 4 i]p b _¢

s i, =AW, or =—
n-b=0 or aa,+bb, +cc,=0 a b, o




	Math-1
	Math-2
	Math-3
	Math-4
	Math-5

